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64 (Baltazar 2021)
65 (Vellante 2022)

In addition, according to a 2022 survey about DevSecOps
by GitLab, almost 60% of respondents said code is moving
into production much faster—and the majority attributed the
faster releases to observability.63

Monitoring is fragmented
However, data, tools, and teams are fragmented—new tools
emerge, and old ones fall out of favor, resulting in multiple
tooling and fragmentation.

A 2021 advisory report by 451 Research found that 96%
of organizations prefer to buy monitoring and incident
response tools from a single vendor when possible (up from
83% in 2020).64

And a 2022 macro survey by ETR found that consolidating
redundant vendors across the lines of business is the most
common approach to decrease IT spending.65 However, 49%
of operations professionals said their teams use two to five
monitoring tools, and a third use six to 10 tools, according
to a 2022 survey about DevSecOps by GitLab. More than a
third (35%) said it’s difficult to have consistent monitoring
across so many tools and that developers aren’t happy with
all of the context-switching. So, it’s not surprising that 69%
wanted to consolidate their tools because of challenges with
monitoring, development delays, and unhappy developers.66

Most of the 2022 Observability Forecast respondents (94%)
said they use two or more tools (84% said four or more),
despite almost half (47%) who said they prefer a single,
consolidated observability platform. Only 21% primarily
learned about interruptions with one observability platform.

Furthermore, just 7% said their telemetry data is entirely
unified (they unify telemetry data in one place), and only 13%
said the visualization/dashboarding of their organizations’
telemetry data is entirely unified (they visualize telemetry
data in a single dashboarding solution).

So, the state of observability today is most often multi-tool—
and therefore fragmented—and likely inherently complex to
handle. About a quarter of survey respondents noted that
too many monitoring tools, un-instrumented systems, a
disparate tech stack, and siloed data are primary challenges
that prevent them from prioritizing/achieving full-stack
observability.67 Using multiple tools is a big challenge.

A siloed approach to IT management has become obsolete
in a hybrid IT world.68 As organizations switch to a single,
consolidated observability platform, how that platform is
priced and billed becomes even more important.

66 (GitLab 2022) 
67 (Basteri and Brabham 2022)
68 (Flexera 2022)
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Observability as a key enabler for achieving core business goals or for incident 
response/insurance from the 2022 Observability Forecast

Nearly three-quarters of 2022 Observability Forecast
respondents said C-suite executives in their organizations
are advocates of observability, and 78% saw observability as
a key enabler for achieving core business goals.

About a quarter of C-suite executives thought the most
important outcomes of observability are:
1. Improving revenue retention by deepening understanding

of customer behaviors (30%)
2. Mitigating service disruptions and business risk (28%)
3. Improving collaboration across teams to make decisions

related to the software stack (28%)
4. Shifting developer time from reactive incident response

towards proactive, higher-value work (25%
5. Creating revenue-generating use cases (21%)

The report also found that observability continues to deliver
a clear, positive business impact, with about a third of
respondents citing:
1. Improved uptime and reliability (36%)
2. Increased operational efficiency (35%)
3. Improved customer experience (33%
4. Accelerated innovation (30%)
5. Business/revenue growth (26%)

As far as how observability helps developers and engineers
the most, at least 30% said it increases productivity and
enables cross-team collaboration and less guesswork when
managing complicated and distributed tech stacks, about
three out of 10 said it makes developer/engineer lives easier
and improves work/life balance and skillset/hireability,
and roughly a quarter felt that it helps confirm/overcome
assumptions, overcome opinions, and fill in gaps.62

62 (Basteri and Brabham 2022)
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Limitations of Legacy 
Data Quality Systems

focused on highly structured data. Data teams had very limited visibility into the data processes and 
processing and focused their data quality efforts on the data output from the processes: 

do a few things:

data quality checks could be performed and limited the number of checks that could 
run on each dataset.

Performed batch runs, which were done as 
semi-regular “data checks” (usually 
weekly or monthly)

The Definitive Guide to Data Reliability for Enterprise Data Teams

Only performed your 
basic quality checks

Was only run on the structured data 
in the data warehouse

Were manual queries or 
performed by “eyeballing” the data
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Why Data Processes Require a New Approach
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What is Modern Data Reliability



Key Characteristics of Data Reliability
The Definitive Guide to Data Reliability for Enterprise Data Teams 06 of 09

checks. This is typically done via machine 
learning-guided assistance to automate many 
of the data reliability policies.

data teams and help them scale out their data 
reliability efforts.

Data team efficiency

processing engine allow teams to run deep and 
diverse policies across large volumes of data.

Scale

and drill down to find the root cause.

far beyond basic quality checks such as data cadence, 

the greater variety and complexity of data.

Advanced data policies 



How to Operationalize Data Reliability
The Definitive Guide to Data Reliability for Enterprise Data Teams 07 of 09

Data reliability is a process by which data and data pipelines are monitored, problems are troubleshot, and incidents are resolved. A high degree of data reliability is the 
desired outcome of this process.

their data stack.

•
data policies.

•

•

•

Raw Data

DATA RELIABILITY COVERAGE

Landing Zone Intermediate Zone

X



Data Reliability in Acceldata 
Data Observability Cloud
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The Acceldata Data Observability Cloud provides data teams with end-to-end visibility 

intermediate stop along the way for quality and reliability.

inefficiencies based on business urgency and impact.

pipeline.

Users

Reliability

Compute

Pipelines

your team deliver data to the business with the highest level of data reliability.
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About Acceldata

Request a demo Tour the product Contact us

Acceldata is the market leader in enterprise data observability for the modern 
data stack.  Founded in 2018, Campbell, CA-based Acceldata, enables data 
teams to build and operate great data products, eliminate 
complexity, and deliver reliable data efficiently.

Our Customers

What’s Next

& many more
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